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Notices & Disclaimers

Intel technologies’ features and benefits depend on system configuration and may require enabled hardware, software or service activation. Performance varies All information in this presentation reflects management’s views as of August 8, 2018. Intel does not undertake, and expressly disclaims any duty, to update any statement made in this presentation, whether as a result of new information, new developments or otherwise, except to the extent that disclosure may be required by law.

Intel technologies’ features and benefits depend on system configuration and may require enabled hardware, software or service activation. Performance varies depending on system configuration.

No computer system can be absolutely secure.

Optimization Notice: Intel's compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that are not unique to Intel microprocessors. These optimizations include SSE2, SSE3, and SSSE3 instruction sets and other optimizations. Intel does not guarantee the availability, functionality, or effectiveness of any optimization on microprocessors not manufactured by Intel. Microprocessor-dependent optimizations in this product are intended for use with Intel microprocessors. Certain optimizations not specific to Intel microarchitecture are reserved for Intel microprocessors. Please refer to the applicable product User and Reference Guides for more information regarding the specific instruction sets covered by this notice. Notice Revision #20110804

Software and workloads used in performance tests may have been optimized for performance only on Intel microprocessors. Performance tests, such as SYSmark and MobileMark, are measured using specific computer systems, components, software, operations and functions. Any change to any of those factors may cause the results to vary. You should consult other information and performance tests to assist you in fully evaluating your contemplated purchases, including the performance of that product when combined with other products. For more complete information visit www.intel.com/benchmarks.

Tests document performance of components on a particular test, in specific systems. Differences in hardware, software, or configuration will affect actual performance. For more complete information about performance and benchmark results, visit http://www.intel.com/benchmarks

Intel does not control or audit third-party benchmark data or the web sites referenced in this document. You should visit the referenced web site and confirm whether referenced data are accurate.

All information provided here is subject to change without notice. Contact your Intel representative to obtain the latest Intel product specifications and roadmaps.
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Intel, the Intel logo, Intel Xeon, and Intel Optane are trademarks of Intel Corporation in the U.S. and/or other countries.

*Other names and brands may be claimed as property of others.
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Performance tests, such as SYSmark and MobileMark, are measured using specific computer systems, components, software, operations and functions. Any change to any of those factors may cause the results to vary. You should consult other information and performance tests to assist you in fully evaluating your contemplated purchases, including the performance of that product when combined with other products. For more complete information visit www.intel.com/benchmarks.
**ИНТЕЛ® XEON® SCALABLE**

**ЛИДЕРУЮЩАЯ ПРОИЗВОДИТЕЛЬНОСТЬ**

VS OTHER X86 OFFERINGS

**МАКСИМАЛЬНАЯ ГИБКОСТЬ**

<table>
<thead>
<tr>
<th>До</th>
<th>1.48X</th>
<th>1.72X</th>
<th>3.2X</th>
<th>1.85X</th>
<th>1.45X</th>
</tr>
</thead>
<tbody>
<tr>
<td>на ядро</td>
<td>L3 PACKET FWD</td>
<td>LINPACK</td>
<td>DATABASE</td>
<td>MEMORY CACHING</td>
<td></td>
</tr>
</tbody>
</table>

**1,2,4,8+ SOCKETS**

60 SKUS

1.7-3.6 GHZ

70-205 WATS

$213-$10,000 PRICE POINTS

Performance tests, such as SYSmark and MobileMark, are measured using specific computer systems, components, software, operations and functions. Any change to any of these factors may cause the results to vary. You should consult other information and performance tests to assist you in fully evaluating your contemplated purchases, including the performance of that product when combined with other products. For more complete information visit www.intel.com/benchmarks. Performance results are based on testing as of 8/3/2021 and may not reflect all publicly available security updates. See configuration disclosure in benchmarks for details. No product can be absolutely secure. Intel’s compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that are not unique to Intel microprocessors. These optimizations include SSE2, SSE3, and SSSE3 instruction sets and other optimizations. Intel does not guarantee the availability, functionality, or effectiveness of any optimization on microprocessors not manufactured by Intel. Microprocessor-dependent optimizations in this product are intended for use with Intel microprocessors. Certain optimizations not specific to Intel microarchitecture are reserved for Intel microprocessors. Please refer to the applicable product user and reference guides for more information regarding the specific instruction sets covered by this notice. Notice Revision #20119804.
НОВАЯ АРХИТЕКТУРА ДЛЯ ДАННЫХ

Динамическая память
ПОСТОЯННАЯ ПАМЯТЬ
ДИСКИ
DRAM
SSD
HDD

ПРИЛОЖЕНИЕ
ФАЙЛОВАЯ СИСТЕМА
ДРАЙВЕР

DDR
PCIe/ SATA
SSD / SATA
Большая и Доступная память
Высокопроизводительное хранилище
Прямой Load/Store
Энергонезависимая
128GB, 256GB, 512GB
DDR4 DIMM
Безопасность
Высокая надежность
INTEL® MEMORY DRIVE TECHNOLOGY CAN EXPAND SYSTEM MEMORY CAPACITY

DRAM-ONLY 2-SOCKET MEMORY CAPACITY

Intel® Memory Drive Technology capacity = up to 24TB

UP TO 8X GREATER CAPACITY!

Intel® Optane™ SSD
Intel® Optane™ SSD
Intel® Optane™ SSD

Intel® Memory Drive Technology
Intel® Memory Drive Technology
Intel® Memory Drive Technology

INTEL® MEMORY DRIVE TECHNOLOGY 2-SOCKET SERVER MEMORY CAPACITY

DRAM-only memory capacity = up to 3TB

1. For example: 128GB DRAM can be expanded up to 1024GB based on the capacity of the non-volatile memory media installed. Higher expansion ratios may be supported, with possibly suboptimal performance.
ПОРТФОЛИО INTEL ДЛЯ ПЕРЕДАЧИ ДАННЫХ

**INTEL® ETHERNET**
30+ лет лидерства

**INTEL® SILICON PHOTONICS**
Кремний, который светит

**INTEL® OMNI-PATH FABRICS**
Интерконект для суперкомпьютеров
ПЕРВЫЙ EXAFLOP: ПРОЕКТ AURORA (HPC И AI)
BENCHMARK & CONFIGURATION DETAILS
INTEL® XEON® SCALABLE PROCESSOR CONFIGURATION DETAILS

1.48x: Per Core Performance
Intel Xeon Platinum 8180: Intel Xeon-based Reference Platform with 2 Intel Xeon 8180 (2.5GHz, 28 core) processors, BIOS ver SESC620.86B.00.01.0014.070920180847, 07/09/2018, microcode: 0x200004d, HT ON, Turbo ON, 12x32GB DDR4-2666, 1 SSD, Ubuntu 18.04.1 LTS (4.17.0-041700-generic Retpoline), 1-copy SPEC CPU 2017 integer rate base benchmark compiled with Intel Compiler 18.0.2 -O3, executed on 1 core using taskset and numaclt on core 0. Estimated score = 6.59, as of 8/2/2018 tested by Intel
AMD EPYC 7601: Supermicro AS-2033US-TR4 with 2 AMD EPYC 7601 (2.2GHz, 32 core) processors, BIOS ver 1.1a, 4/26/2018, microcode: 0x8001227, SMT ON, Turbo ON, 16x32GB DDR4-2666, 1 SSD, Ubuntu 18.04.1 LTS (4.17.0-041700-generic Retpoline), 1-copy SPEC CPU 2017 integer rate base benchmark compiled with AOCC 1.0 -Oast, -march=znver1, executed on 1 core using taskset and numaclt on core 0. Estimated score = 4.45, as of 8/2/2018 tested by Intel

3.20x: High Performance Linpack
Intel Xeon Platinum 8180: Intel Xeon-based Reference Platform with 2 Intel Xeon 8180 (2.5GHz, 28 core) processors, BIOS ver SESC620.86B.00.01.0014.070920180847, 07/09/2018, microcode: 0x200004d, HT ON (1 thread per core), Turbo ON, 12x32GB DDR4-2666, 1 SSD, Ubuntu 18.04.1 LTS (4.17.0-041700-generic Retpoline), High Performance Linpack v2.1, compiled with Intel(R) Parallel Studio XE 2018 for Linux, Intel MPI and MKL Version 18.0.0.128, Benchmark Config: Nb=384, N=20316, P=1, Q=2, Q=4, Score = 3507.38GFs, as of July 31, 2018 tested by Intel
AMD EPYC 7601: Supermicro AS-2033US-TR4 with 2 AMD EPYC 7601 (2.2GHz, 32 core) processors, SMT OFF, Turbo ON, BIOS ver 1.1a, 4/26/2018, microcode: 0x8001227, 16x32GB DDR4-2666, 1 SSD, Ubuntu 18.04.1 LTS (4.17.0-041700-generic Retpoline), High Performance Linpack v2.2, compiled with Intel(R) Parallel Studio XE 2018 for Linux, Intel MPI version 18.0.0.128, AMD BLS ver 0.4.0, Benchmark Config: Nb=232, N=168960, P=4, Q=4, Score = 1095GFs, as of July 31, 2018 tested by Intel

1.85x: Database
Intel Xeon Platinum 8180: Intel Xeon-based Reference Platform with 2 Intel Xeon 8180 (2.5GHz, 28 core) processors, BIOS ver SESC620.86B.0X.01.0115.012820180604, microcode: 0x200004d, HT ON, Turbo ON, 24x32GB DDR4-2666, 1 x Intel DC P3700 PCI-E SSD (2TB, 1/2 Height PCIe 3.0, 20nm, MLC), Red Hat Enterprise Linux 7.4 (3.10.0-693.11.6.el7.x86_64 IBRS), HammerDB ver 2.3, PostgreSQL ver 9.6.5, Score = 2,250,481 tpm, as of 3/15/2018 tested by Intel
AMD EPYC 7601: HPE Proliant DL385 Gen10 with 2 AMD EPYC 7601 (2.2GHz, 32 core) processors, ROM ver 1.06, microcode: 0x8001227, SMT OFF, Turbo ON, 16x32GB DDR4-2666, 1 x Intel DC P3700 PCI-E SSD (2TB, 1/2 Height PCIe 3.0, 20nm, MLC), Red Hat Enterprise Linux 7.4 (3.10.0-693.21.1.el7.x86_64 Retpoline), HammerDB ver 2.3, PostgreSQL ver 9.6.5, Score = 1,210,575 tpm, as of 4/12/2018 tested by Intel

1.45x: Memcached (Memory Object Caching)
Intel Xeon Platinum 8180: Intel Xeon-based Reference Platform with 2 Intel Xeon 8180 (2.5GHz, 28C) processors, BIOS ver SESC620.86B.00.01.0014.070920180847, 07/09/2018, microcode: 0x200004d, HT ON, Turbo ON, 12x32GB DDR4-2666, 1SSD, 1 40GBe PCIe XL710 Adapter, Ubuntu 18.04.1 LTS (4.17.0-041700-generic Retpoline), Memcached using YCSB benchmark Workloadc, YCSB 0.16.0, Memcached v1.5.9, Max throughput (ops/sec) with P99 latency < 1ms, Score: 2711265 ops/sec, as of 8/2/2018 tested by Intel
AMD EPYC 7601: Supermicro AS-2033US-TR4 with 2 AMD EPYC 7601 (2.2GHz, 32C) processors, BIOS ver 1.1a, 4/26/2018, microcode: 0x8001227, SMT ON, Turbo ON, 16x32GB DDR4-2666, 1SSD, 1 40GBe PCIe XL710 Adapter, Ubuntu 18.04.4 LTS (4.17.0-041700-generic Retpoline), Memcached using YCSB benchmark Workloadc, YCSB 0.16.0, Memcached v1.5.9, Max throughput (ops/sec) with P99 latency < 1ms, Score: 1862841 ops/sec, as of 8/2/2018 tested by Intel

1.72x: L3 Packet Forwarding
Intel Xeon Platinum 8180: Supermicro X11DPG-QT with 2 Intel Xeon-SF 8180 (2.5GHz, 28C) processors, BIOS ver 2.0b, microcode: 0x200004d, 12x32GB DDR4-2666, 1 SSD, 2x Intel XXV710-DA2 PCI Express (2x25GBe), DPDK L3fwd sample application (IPv4 LPM, 256B packet size, 625000 flows), DPDK 17.11, Ubuntu 17.10, (4.13.0-31-generic IBRS), HT ON, Turbo OFF, Score= 42.22 Million Packets / second, as of 8/2/2018 tested by Intel
AMD EPYC 7601: Supermicro AS-2033US-TR4 with 2 AMD EPYC 7601 (2.2GHz, 32C) processors, BIOS ver 1.1a, microcode: 0x8001227, 16x32GB DDR4-2666, 1 SSD, 2x Intel XXV710-DA2 PCI Express (2x25GBe), DPDK L3fwd sample application (IPv4 LPM, 256B packet size, 625000 flows), DPDK 17.11, Ubuntu 17.10 (4.13.0-36-generic Retpoline), SMT ON, Turbo (core boost) OFF, Score= 24.52 Million Packets / second, as of 8/2/2018 tested by Intel
INTEL OPTANE PERSISTENT MEMORY CONFIGURATION DETAILS

Performance results are based on testing: 8X (8/2/2018), 9X Reads/11X Users (5/24/2018), Minutes to Seconds (5/30/2018) and may not reflect all publicly available security updates. No product can be absolutely secure. Results have been estimated based on tests conducted on pre-production systems: 8x (running OAP with 2.6TB scale factor on IO intensive queries), 9X Reads/11X Users (running Cassandra optimized for persistent memory), and Minutes to Seconds (running Aerospike* Hybrid Memory Architecture optimized for persistent memory), and provided to you for informational purposes.