Abstract

In this paper we propose a new approach to data placement and load balancing in multiprocessor relational hierarchical database systems. The described strategy is based on the symmetrical multiprocessor hierarchical system model. It proposes using horizontal fragmentation within each database relation and partial disk mirroring between the nodes and the levels of the multiprocessor hierarchy. Simultaneously, each fragment on a logical level is divided into equal size segments, which are the least unit of data replication and load balancing. The number of segments contained in the replica is specified by a replication factor. Proposed data placement techniques are cluster and Grid systems oriented.

1. Introduction

At present, hierarchical architectures of parallel database systems are becoming widely distributed [11]. This is related to the fact that modern multiprocessor systems are frequently organized according to the hierarchical principle. In fact, most supercomputers have a two-level cluster architecture today. According to this architecture a multiprocessor system is designed as a number of homogenous computing units connected by a high-speed interconnection network. In addition, each computing unit, in turn, is a multiprocessor system with shared memory. If multi-core processors in the system are used then we obtain a third architecture level.

Another source of multiprocessor hierarchies is Grid technology [3] allowing to combine a collection of various supercomputers into a single computing system. A Grid system has a multilevel hierarchical structure. The lower levels of the hierarchy contain the processors of the individual clusters, which are connected by a high-speed internal network. The upper levels of the hierarchy contain computing systems which are connected by a corporate network. The top level of the hierarchy can be represented by the Internet.

Many of studies have been dedicated to the data allocation and load balancing problem in shared nothing parallel database systems (e.g. [1, 2, 7, 12]), however, these problems have not been studied in a hierarchical multiprocessor systems context before.

The remainder if this paper is organized as follows. Section 2 introduces a formal definition of the symmetrical multiprocessor hierarchy. Section 3 describes a fragmentation and load balancing mechanism based on the definition of a segment. Section 4 presents a data replication mechanism based on segmentation, and introduces the definition of replication factor. Section 4.2 describes a partial mirroring technique utilizing a replication function, which compares the replication factor to each hierarchy level. Here, total replica’s size estimation theorems are proved. Section 4.3 is dedicated to the problem of replication function choosing, and a regular hierarchy definition is introduced. Theorems for estimating overhead during the formation of replicas without interference are proven. Finally, Section 5 contains the obtained results and discussion for future work.

2. Symmetrical hierarchies

Hierarchical multiprocessor configurations are characterized by a wide variety of architectures [11]. Frequently, the multiprocessor system architecture is a determining factor in the development of a data placement strategy. In this section we will consider a hierarchical multiprocessor database systems model which we call a symmetrical model. It describes a sufficiently wide class of existing configurations, and is the mathematical base for the data allocation strategy proposed in this paper.

The symmetric model is based on the DM–tree concept introduced in the study [5]. A DM–tree is a directed tree and is an abstraction of hierarchical multiprocessor database systems.

For any given DM–tree T we will denote the set of its nodes as \( \mathcal{M}(T) \), and the set of the edges as \( \mathcal{E}(T) \). The set of nodes \( \mathcal{M}(T) \) of any DM–tree T is divided into three disjoint subsets, called classes:

- \( \mathcal{P}(T) \) – class of «processor modules»;
- \( \mathcal{C}(T) \) – class of «computing clusters»;
- \( \mathcal{L}(T) \) – class of «levels».
\( \mathfrak{D}(T) \) – class of «disk modules;
\( \mathfrak{H}(T) \) – class of «hub modules».

We assign a **overhead coefficient** \( \eta(v) \) to each node \( v \in \mathfrak{M}(T) \) in the DM-tree \( T \). This overhead coefficient is a real number greater or equal to 1 and defines the time required this node to process 1 data unit. For example, the unit of data can be a tuple.

Here we will give a definition for isomorphism of two DM–trees.

Let \( A \) and \( B \) be DM–trees. \( A \) and \( B \) are isomorphic if there exists a one-to-one function \( f \) from the set \( \mathfrak{M}(A) \) to the set \( \mathfrak{M}(B) \) and a one-to-one function \( g \) from the set \( \mathfrak{E}(A) \) to the set \( \mathfrak{E}(B) \) and the following conditions hold true:
1) node \( v \) is an endpoint of edge \( e \) in tree \( A \) if and only if node \( f(v) \) is an endpoint of edge \( g(e) \) in tree \( B \);
2) node \( w \) is an initial point of edge \( e \) in tree \( A \) if and only if node \( f(w) \) is an initial point of edge \( g(e) \) in tree \( B \);
3) \( p \in \mathfrak{P}(A) \Leftrightarrow f(p) \in \mathfrak{P}(B) \);
4) \( d \in \mathfrak{D}(A) \Leftrightarrow f(d) \in \mathfrak{D}(B) \);
5) \( n \in \mathfrak{N}(A) \Leftrightarrow f(n) \in \mathfrak{N}(B) \);
6) \( \eta(f(v)) = \eta(g(v)) \).
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**Figure 1.** Non isomorphic DM-trees (condition 2 not meet).

We will call the pair of maps \( q = (f, g) \) isomorphism of DM–tree \( A \) to DM-tree \( B \).

Note that condition 2 from the isomorphism definition is not redundant. This is confirmed by the example expressed in Figure 1. In fact, using the node and edge numeration shown in Figure 1, we define the functions \( f \) and \( g \) in the following way:
\[ f(n_1^A) = n_1^B, f(p_1^A) = p_1^B, f(d_1^A) = d_1^B, \]
\[ g(e_1^A) = e_1^B. \]

Obviously, the maps \( f \) and \( g \) satisfy all of the isomorphism conditions, except the second condition (we are supposing that a overhead coefficient for all nodes is equal to 1). However, we can see that \( q = (f, g) \) is not isomorphism of DM-tree \( A \) to DM-tree \( B \), because the owner-member relationship is not satisfied (node \( w \) is subordinate to node \( v \) if exists an edge directed from \( w \) to \( v \)). In fact, the node \( n_2^A \) is governed by \( n_1^B, \) in DM-tree \( A \) and node \( f(n_2^A) = n_2^B \) is a parent of node \( f(n_1^A) = n_1^B \) in DM-tree \( B \).

We will define **node level** in a recursive manner [4]. The level of the root of DM-tree \( T \) is equal to zero and the level of any other node by one unit larger than the minimal subtree root level of tree \( T \), which contains this node.

We use a **subtree level** definition in the sense of this subtree root level.

Two subtrees are called adjacent if their roots are brothers, i.e. the tree contains a node which is a parent relative to the subtrees root node.

Let the **height** of directed tree \( T \) be defined as the maximum path length in that tree.

We will call **symmetrical** a DM-tree \( T \) with height \( H \) if the following conditions hold:
1) any two adjacent subtrees with level \( l < H \) are isomorphic trees;
2) any subtree with level \( H - 1 \) contain exactly one disk and one processor.

In the Symmetry definition condition 2 is a SMP-system abstract model in the sense that in the multiprocessor hierarchies context all the processors of an SMP-system can be considered as a «mega processor» and all the disks as «mega disk». Obviously, load balancing on an SMP-system must be solved by essentially different techniques, since an SMP-system has shared memory and all the disks can be accessed by all processors (see the related studies [6, 9]).

We define **node degree** as the number of edges which end into this node. In a symmetrical tree nodes of the same level have the same degree, called the **level degree**.

### 3. Data fragmentation and segmentation

Each relation is divided into disjoint horizontal fragments [12], which are partitioned into different disk units. We will suppose that a fragment’s tuples are in some way, ordered. The order is fixed for each query and defines a tuple reading sequence in the scan fragment operation. We will call this order natural. In practice, a natural order can be defined by an index or a physical sequence order of tuples.

At the logical level each fragment is divided into a sequence of fixed-length **segments**. Segment length is measured in tuples and is a fragment attribute. Partitioning of segments is performed according to natural order and always begins with the first tuple. In accordance with this, the last segment may be incomplete.

The number of segments in fragment \( F \) is denoted by \( S(F) \) and can be computed by the formula:
$S(F) = \frac{T(F)}{L(F)}$.  

Where $T(F)$ is the number of tuples in fragment $F$, $L(F)$ is the segment length assigned to fragment $F$. Consequently, a segment is the smallest data fragmentation unit.

4. Data replication

4.1 Replica building algorithm

Let us allocate fragment $F_0$ into disk unit $d_0 \in \mathcal{D}(T)$ of multiprocessor hierarchical system $T$. We suppose that in each disk unit $d_i \in \mathcal{D}(T)$ ($i > 0$) a partial replica $F_i$ is allocated containing some subset of tuples (can be empty) of fragment $F$.

Replica segment length is always equal to the replicated fragment segment length.

$L(F_i) = L(F_0)$, $\forall d_i \in \mathcal{D}(T)$.

The size of replica $F_i$ is specified by a replication factor

$\rho(F_i) \in \mathbb{R}$, $0 \leq \rho(F_i) \leq 1$,

which is an attribute of replica $F_i$, and is computed by the formula:

$T(F_i) = T(F_0) - \left[\left(1 - \rho(F_i)\right) \cdot S(F_0)\right] \cdot L(F_0)$. \hspace{1cm} (2)

The natural order of tuples in replica $F_i$ is defined by the tuples natural order in fragment $F_0$. Here, the following formula determines the first tuple number of replica $F_i$:

$N(F_i) = T(F) - T(F_i) + 1$.

For empty $F_i$ we obtain $N(F_i) = T(F_0) + 1$, corresponding to the end-of-file indicator.

Consequently, segment is also the smallest data replication unit.

The above data replication technique permits the use of a simplistic and effective load balancing technique in multiprocessor hierarchies. The method description is beyond the scope of this paper; however, simplified version is accessible in study [10].

4.2. Partial mirroring technique

Let $T$ be a $DM$-tree with height $H = h(T) > 1$. We introduce a replication function $r(l)$ which maps replication factor $\rho_i = r(l_i)$ to each level $l < H$ of tree $T$.

Let us assume, that $r(H-1) = 1$. This arose from the fact that hierarchy level $H-1$ contains subtrees with height equal 1, which corresponds to an SMP-systems. In SMP-system all the disks can be accessed by all processor, therefore, physical replication is not needed. Load balancing on the logical level is by way of the source fragment segmentation, i.e. the fragment plays its replica role.

Let us calculate the replication function $r(l)$ for $l \leq H-2$ values.

Let us allocate fragment $F_0$ to disk unit $d_0 \in \mathcal{D}(T)$.

In order to form replica $F_i$ in disk $d_i \in \mathcal{D}(T)$ ($i > 0$) the following technique (called a partial mirroring technique) will be used. We will construct a sequence of subtrees for tree $T$

$\{M_0, M_1, \ldots, M_{H-2}\}$, \hspace{1cm} (3)

possessing the following properties:

\[
\begin{align*}
\forall j \in [0, H-2], \quad &d_j \in \mathcal{D}(M_j) \\
&l(M_j) = j
\end{align*}
\]

for each $j$, where $0 \leq j \leq H-2$. In this formula $l(M_j)$ is a level of subtree $M_j$. Obviously, such a sequence exists for any symmetrical tree $T$.

In order to find the largest index $j \geq 1$ such that $\{d_o, d_j\} \subset \mathcal{D}(M_j)$.

We assume, that

$\rho(F_i) = r(j)$. \hspace{1cm} (4)

To build replica $F_j$ into disk $d_j$ we use the algorithm described in section 4.1, with a replication factor, defined by formula (4).

The following theorem gives estimation for the replica size.

Theorem 1. Let $T$ be a symmetrical $DM$-tree having height $H = h(T) > 0$. Let us allocate fragment $F_0$ to disk unit $d_0 \in \mathcal{D}(T)$. Let $M$ be a subtree of $T$ such that $1 \leq l(M) \leq H-1$ and $d_0 \in \mathcal{D}(M)$. Let $M'$ be any subtree adjacent to subtree $M$ of tree $T$. Then for any $d_0 \in \mathcal{D}(M')$ for the size of replica $F_i$ of fragment $F_0$ allocated to disk $d_i$, the following estimation is valid:

$T(F_i) = r(l(M) - 1) T(F_0) + O(L(F_0))$

Where $L(F_0)$ is the segment length of fragment $F_0$.

Proof. According to formula (2) we obtain

$T(F_i) = T(F_0) - \left[\left(1 - \rho(F_i)\right) \cdot S(F_0)\right] \cdot L(F_0)$

it follows that

$T(F_i) = T(F_0) - \left(1 - \rho(F_i)\right) \cdot S(F_0) \cdot L(F_0) + O(L(F_0))$. \hspace{1cm} (5)

Since $d_0 \in \mathcal{D}(M)$, $d_i \in \mathcal{D}(M')$ and subtrees $M$ and $M'$ are adjacent, then the minimal subtree $\hat{M}$ containing disks $d_0$ and $d_i$ will have a level equal to $l(M) = l(M) - 1$. Then according to (4) we obtain

$\rho(F_i) = r(l(M) - 1)$. Substituting this value into (5) we obtain:

$T(F_i) = T(F_0) - \left(1 - r(l(M) - 1)\right) S(F_0) \cdot L(F_0) + O(L(F_0))$.

Substituting for $S(F_0)$ the value from (1) we obtain
\[ T(F_0) = T(F_0) - \{1 - r(l(M) - 1)\} \left[ T(F_0) \frac{\left[ T(F_0) \right]}{L(F_0)} \right] L(F_0) + O(L(F_0)) \]
\[ = T(F_0) - \{1 - r(l(M) - 1)\} \left[ T(F_0) \frac{\left[ T(F_0) \right]}{L(F_0)} \right] L(F_0) + O(L(F_0)) \]
\[ = T(F_0) - \{1 - r(l(M) - 1)\} T(F_0) + O(L(F_0)) \]
\[ = r(l(M) - 1) T(F_0) + O(L(F_0)) \]

The theorem is proven.

The estimation of the total size of all the fragment replicas can be obtained by the following theorem.

**Theorem 2.** Let \( T \) be a symmetrical DM-tree having height \( H \geq 2 \). The degree of level \( l \) of tree \( T \) we will denote as \( \delta_l \). Let \( R(F_0) = \sum_{i=0}^{\infty} T(F_i) \) - total quantity of tuples in all the replicas in fragment \( F_0 \). Then

\[ R(F_0) = T(F_0) \sum_{j=0}^{\infty} r(j)(\delta_j - 1) \prod_{k=j+1}^{\infty} \delta_k + O(L(F_0)) \]  

**Proof.** This proof is by induction on the height of tree \( T \).

Given \( H = 2 \). Then the number of disks in the tree \( T \) is equal \( \delta_0 \). In accordance to theorem 1, each disk contains a replica with size \( T_0(F_0) = r(0) T(F_0) + O(L(F_0)) \). Therefore, the total number of tuples in all the replicas of fragment \( F_0 \) can be estimated by

\[ R(F_0) = \left( T(F_0) r(0) + O(L(F_0)) \right) (\delta_0 - 1) \]
\[ = T(F_0) r(0) (\delta_0 - 1) + O(L(F_0)) \]  

This is confirmed by formula (6) at \( H = 2 \).

Let \( H > 2 \). Then tree \( T \) contains \( \delta_0 \) subtrees having height \( H - 1 \):

\[ M_0, M_1, \ldots, M_{\delta_0 - 1} \]

Let us denote the total number of tuples in all the replicas of fragment \( F_0 \) allocated to the all disks of tree \( M_j \) by \( R_j(F_0) \). Obviously that

\[ R(F_0) = \sum_{j=0}^{\delta_0 - 1} R_j(F_0) \]  

(8)

Without loss of generality we may assume that \( \delta_0 \in \mathcal{D}(M_0) \). Since DM-tree \( T \) is symmetrical, from (8) we obtain:

\[ R(F_0) = R_0(F_0) + (\delta_0 - 1) R_1(F_0) \]  

(9)

In accordance with theorem 1, any replica \( F_i \) allocating in subtree \( M_j \) has the follow size:

\[ T(F_i) = r(0) T(F_0) + O(L(F_0)) \]

(10)

Because of the symmetric property of DM-tree \( T \), the total number of disks in subtree \( M_1 \) is equal to

\[ \prod_{k=1}^{H-2} \delta_k \]

Taking this fact into account, from (8) we obtain:

\[ R_j(F_0) = r(0) T(F_j) \prod_{k=1}^{H-2} \delta_k + O(L(F_0)) \]

(11)

On the other hand, by induction we have:

\[ R_0(F_0) = T(F_0) \sum_{j=0}^{H-2} r(j)(\delta_j - 1) \prod_{k=j+1}^{H-2} \delta_k + O(L(F_0)) \]  

(12)

Plugging in (9) the right hand side values from (11) and (12) we have

\[ R(F_0) = T(F_0) \sum_{j=0}^{H-2} r(j)(\delta_j - 1) \prod_{k=j+1}^{H-2} \delta_k + O(L(F_0)) \]

The theorem is proven.

### 4.3. Choosing the replication function

When choosing the replication function \( r(l) \) it is reasonable to take into consideration the overhead coefficients of the DM-tree nodes. Obviously, that all the vertices in a symmetrical DM-tree have the same overhead coefficient \( \eta(l) \), which we will call overhead of level \( l \).

We will call symmetrical DM-tree \( T \) regular if for any two levels \( l \) and \( l' \) of tree \( T \) the following statement holds true:

\[ l < l' \Rightarrow \eta(l) \geq \eta(l') \]  

(13)

By increasing the hierarchy level, the overhead coefficient is increased.

The following theorem allows for estimation of a replica tuple-building overhead coefficient in a regular DM-tree.

**Theorem 3.** Let \( T \) be a regular DM–tree tree having height \( H > 0 \). Let us allocate fragment \( F_0 \) to disk unit \( d_0 \in \mathcal{D}(T) \). Let \( M \) be a subtree of tree \( T \) such that \( 1 \leq l(M) \leq H - 2 \) and \( d_0 \in \mathcal{D}(M) \). Let \( M' \) be any subtree of tree \( T \) adjacent with \( M \). \( F_i \) is a replica of fragment \( F_0 \) allocated into \( d_i \in \mathcal{D}(M') \). Let \( \tau(F_i) \) be the overhead of tuple-building of replica \( F_i \) without interference. Then

\[ \tau(F_i) = \eta(l(M) - 1) \cdot r(l(M) - 1) T(F_0) + O(\eta_0) \]

Here \( \eta_0 = \eta(0) \) is a tree root overhead coefficient.

**Proof.** According to the operating system model[5] we will make a pipeline to pass the tuple from disk \( d_0 \in \mathcal{D}(M) \) to disk \( d_i \in \mathcal{D}(M') \). Operating speed is determined by the slowest node. Since \( M \) and \( M' \) are adjacent subtrees their root nodes have a common parent with level \( l(M) - 1 \) which according to (13) is the slowest pipeline chain unit. Consequently, with the pipeline operating at full performance passing one tuple, the overhead coefficient is equal to \( \eta(l(M) - 1) \). This implies that

\[ \tau(F_i) = \eta(l(M) - 1) T(F_0) + O(\eta_0(l(M) - 1)) \]  

(14)

Here \( O(\eta_0(l(M) - 1)) \) is denoted as the upper time boundary which is needed for the pipeline to operate at full performance under the assumption that the height of tree \( T \) is constant.
Let \( \eta_0 = \eta(0) \) be the overhead coefficient of the root of tree \( T \). Because \( T \) is regular \( \eta(l(M-1)) \leq \eta_0 \).

Thus, from (14) we obtain

\[
\tau(F) = \eta(l(M-1)) T(F) + O(\eta_0).
\]

(15)

By the theorem 1 from (15) we obtain

\[
\tau(F) = \eta(l(M-1)) r(l(M-1)) T(F) + O(\eta_0) + O(\eta_0)
\]

(16)

We can suppose that a segment length does not change in a replica building process i.e. \( L(F) \) is constant. Then from (16) we obtain

\[
\tau(F) = \eta(l(M-1)) r(l(M-1)) T(F) + O(\eta_0).
\]

We define \( \tau_0(F_0) \) as the overhead of tuple-building of all the replicas of fragment \( F_0 \) without interference. Then we obtain

\[
\tau(F_0) = T(F_0) \sum_{j=0}^{\eta_0} \eta(j) r(j) (\delta_j - 1) \prod_{k=1}^{\mu_2} \delta_k + O(\eta_0).
\]

(17)

Proof. The theorem’s proof is based on theorem 3 by induction on tree height.

Given \( H = 2 \), the number of disks in tree \( T \) is equal to \( \delta_0 \). In accordance with theorem 3 the overhead of tuple-building any replica of \( F_0 \) in this case has the following estimation:

\[
\tau(F) = \eta(0) r(0) T(F) + O(\eta_0).
\]

Consequently, the total overhead of tuple-building of all the replicas of fragment \( F_0 \) without interference can be estimated by:

\[
\tau(F) = \eta(0) r(0) T(F_0) (\delta_0 - 1) + O(\eta_0).
\]

This is confirmed by formula (17) at \( H = 2 \).

Let \( H > 2 \). Then tree \( T \) contains \( \delta_0 \) subtrees having a height \( H-1 \):

\[
M_0, M_1, \ldots, M_{\delta_0-1}.
\]

Let us to denote the total overhead of building of all the replicas of fragment \( F_0 \), allocated to the all disks of tree \( M_j \) by \( r_j(F_0) \). We have

\[
\tau(F_0) = \sum_{j=0}^{\delta_0} r_j(F_0).
\]

(18)

Without loss of generality we may assume that \( d_0 \in \Omega(M_0) \). Since \( DM\)-tree \( T \) is symmetrical, from (8) we obtain:

\[
\tau(F_i) = r_i(F_0) + (\delta_0 - 1) \tau(F_0).
\]

(19)

In accordance with theorem 3, for any replica \( F_i \) allocated in subtree \( M_i \) we have

\[
\tau(F) = \eta(0) r(0) T(F) + O(\eta_0).
\]

(20)

Because of the symmetric property of \( DM\)-tree \( T \), the total number of disks in subtree \( M_i \) is equal to

\[
\prod_{k=1}^{\mu_2} \delta_k.
\]

Taking this fact into account, from (20) we obtain:

\[
\tau_i(F_0) = \eta(0) r(0) T(F_0) \prod_{k=1}^{\mu_2} \delta_k + O(\eta_0).
\]

(21)

On the other hand, by induction we have:

\[
\tau(F_0) = T(F_0) \sum_{j=1}^{\mu_2} \eta(j) r(j) (\delta_j - 1) \prod_{k=1}^{\mu_2} \delta_k + O(\eta_0).
\]

Plugging into (19) the right hand side values from (21) and (22) we obtain

\[
\tau(F) = T(F_0) \sum_{j=1}^{\mu_2} \eta(j) r(j) (\delta_j - 1) \prod_{k=1}^{\mu_2} \delta_k + O(\eta_0)\]

\[
+ (\delta_0 - 1) \eta(0) r(0) T(F_0) \prod_{k=1}^{\mu_2} \delta_k + O(\eta_0).
\]

The theorem is proven.

We will define as \( r(l) \) a recursive normal function of replication for values from 0 ≤ \( l \) ≤ \( H-2 \) in the following way:

1) \[
\frac{1}{\eta(H-2)(\delta_{H-2}-1)} \text{ at } l = H-2;
\]

2) \[
\frac{r(l+1)}{\eta(l)(\delta_{l+1}-1)} \text{ at } 0 \leq l < H-2.
\]

The following theorem is appropriate:

Theorem 4. Let \( T \) be a regular \( DM\)-tree having height \( H \geq 2 \). Let \( F \) be the set of fragments, composing the database. Let \( \mathbb{R} \) be the set of all the replicas of all the fragments of \( F \), formed by the normal function of replication use. Let \( T(\mathbb{R}) \) be the size of the database in tuples (Here, we assume that all tuples are of same size in bytes). Let \( \tau(\mathbb{R}) \) be the total overhead of tuple-building of all the replicas without interference. Then

\[
\tau(\mathbb{R}) \approx k T(\mathbb{R}),
\]

where \( k \) is a constant and is independent of \( \mathbb{F} \).

Proof. This proof directly allows from theorem 4 and defines the normal function of replication. The theorem shows, that using a normal function of replication, the overhead of replica renovation in a regular multiprocessor hierarchical system is proportional to the size of the renewable part of the database on the condition, that the interconnection network has sufficient bandwidth.

5. Conclusion

In this paper, we introduced symmetrical multiprocessor hierarchical system model. It describes a wide class of existing configurations, and is the mathematical base for the data placement strategy in multiprocessor
hierarchies. A replicas building algorithm in the symmetrical hierarchy is proposed. This algorithm is based on logical fragment stripping by the equal size segments. Using this algorithm, the partial mirroring technique is developed. The technique assumes a definition of replication function. Replication function maps the hierarchy level in the replication factor which defines the replica size of the fragment. The theorems allowing to estimate the replica sizes are proven. In addition, we proved the theorems allowing to estimate replicas building overhead without interference. We proposed a form of replication function by which we have the replicas update overhead to be a factor of the updated data volume, if the interconnect has enough bandwidth.

The main directions of future work are the following. The first is an analytical estimation of replicas update overhead including interference. The second, we plan to develop the program based on DM-model for simulating the hierarchical multiprocessor database systems and make experiments by this model for evaluating the data placement and load balancing strategies. The third, we suppose to implement proposed techniques and algorithms in Omega DBMS prototype [8], which designed for the cluster and Grid systems.

References


